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Delay-Constrained Energy-Efficient Cluster-based
Multi-Hop Routing in Wireless Sensor Networks

Trong-Thua Huynh, Anh-Vu Dinh-Duc, and Cong-Hung Tran

Abstract: Energy efficiency is the main objective in the design of a
wireless sensor network (WSN). In many applications, sensing data
must be transmitted from sources to a sink in a timely manner.This
paper describes an investigation of the trade-off between two ob-
jectives in WSN design: minimizing energy consumption and min-
imizing end-to-end delay. We first propose a new distributedclus-
tering approach to determining the best clusterhead for each clus-
ter by considering both energy consumption and end-to-end delay
requirements. Next, we propose a new energy-cost function and a
new end-to-end delay function for use in an inter-cluster routing
algorithm. We present a multi-hop routing algorithm for use in
disseminating sensing data from clusterheads to a sink at the min-
imum energy cost subject to an end-to-end delay constraint.The
results of a simulation are consistent with our theoreticalanaly-
sis results and show that our proposed performs much better than
similar protocols in terms of energy consumption and end-to-end
delay.

Index Terms: Cluster, end-to-end delay, energy consumption,
multi-hop, trade-off.

I. INTRODUCTION

ENERGY is the most crucial resource for wireless sensors,
particularly in environments in which replacing or recharg-

ing a sensor’s batteries is impossible. Therefore, energy effi-
cient routing protocol is the main objective for wireless sen-
sor networks (WSNs). However, in many current applications
of WSNs, such as forest fire detection, data must be transmit-
ted from sources to a sink within a limited amount of time for
the data be useful. Thus, a trade-off exists between minimizing
energy consumption and minimizing end-to-end delay.

Although many heuristic solutions to balancing delay and en-
ergy consumption in WSNs have been presented, their effective-
ness is negligible because of their long convergence times [1]–
[5]. Clustering is a technique that has been used very effectively
to archive energy efficiency in WSNs [6]. In clustering, sen-
sors select themselves as clusterheads based on probability val-
ues. Because of energy constraints, a sensor in a WSN can only
communicate directly with other sensors that are within a small
distance. To enable communication between sensors that arenot
within each other’s communication range, the sensors form a
multi-hop communication network. In the clustering approach,
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each cluster has a clusterhead that combines all of the sensing
data from its members and forwards it to the sink. When the
clusterhead and sink are far from each other, the direct commu-
nication between the clusterhead and sink increases the energy
consumption of the clusterhead exponentially with distance [7].

Direct communication minimumizes delay but increases en-
ergy consumption. Multi-hop communication is energy efficient
but increases delay [8]. In this paper, we present a new approach,
called delay-constrained energy multi-hop (DCEM) for solving
the aforesaid problem by considering the delay-energy trade-off
in multi-hop routing between clusterheads.

The major contributions of this research are the following:
- We propose a clusterhead selection approach for each clus-

ter to optimize two objectives: Minimization of energy con-
sumption and minimization of end-to-end delay.

- We propose a new energy-cost function and a new end-to-end
delay function for use in determining the lowest-cost routefor
data dissemination from clusterheads to a sink, subject to an
end-to-end delay.

- We present an inter-cluster multi-hop routing algorithm that
takes into consideration both energy consumption and end-
to-end delay.

- We present the results of a simulation conducted to assess
the performance of our protocol and a comparison of the re-
sults with those of conventional protocols. Performance was
assessed in terms of the ability to determine the optimal hop-
count value to achieve the best trade-off between minimizing
energy consumption and minimizing end-to-end delay for a
specific network size.
The remainder of the paper is organized as follows. In Sec-

tion II, we describe proposed solutions to this problem and place
our work in this context. In Section III, we present network and
energy models. And in Section IV, we present details of the
DCEM approach. The results of a simulation conducted to con-
firm the correctness of our theoretical analysis and a comparison
with similar protocols are presented in Section V. Section VI
concludes the paper.

II. RELATED WORKS

Several studies have been conducted to attempt, with varying
degrees of success, to address the problem of energy-efficient
delay-constrained routing in WSNs.

Clu-DDAS [9], proposed by Liet al., is an energy-efficient
distributed scheduling algorithm based on a cluster-basedag-
gregation tree. The authors studied the minimum-latency aggre-
gation schedule problem and proposed a collision-free transmis-
sion schedule for data aggregation for all sensors such thatthe
delay for aggregated data to reach the sink is minimized. By con-
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structing a cluster-based data aggregation tree, this protocol per-
mits concurrent and collision-free packet transmissions among
different clusters. However, constructing distributed trees using
a broadcasting technique generates more overhead.

Huynh et al. proposed the Energy*Delay multi-hop rout-
ing scheme to balance energy efficiency and network de-
lay [10]. This routing algorithm is applied within a three-hop
cluster for sensors within each cluster, while an energy-efficient
construction algorithm is applied for clusterheads to construct
energy-efficient chains from clusterheads to the sink. However,
this algorithm is not sufficiently flexible for fixed three-hop clus-
ters. These authors have also proposed another energy-efficient
delay-aware routing algorithm for a multi-layer WSN [11], in
which clusterheads at each layer are interconnected as in a de
Bruijn graph model to reduce network delay and energy con-
sumption, and increase system reliability. The performance of
the algorithm in terms of delay and energy consumption was
demonstrated experimentally.

In hybrid energy-efficient distributed clustering (HEED) [12],
clusterheads are chosen periodically, based on a hybrid of the
nodal remaining energy and a secondary parameter, such as
nodal proximity to its neighbors or nodal degree. HEED can
achieve a uniform clusterhead distribution across the whole net-
work, but it must perform many iterations to accomplish thisand
therefore incurs high overhead.

Delay-bounded adaptive energy-constrained routing (DEAR)
[13] is a multi-path routing protocol that considers in many
parameters, such as reliability, delay, and energy consump-
tion. This protocol allows packets to be continuously distributed
across the network, even if the paths are going to crash. It
balances the delay between the different paths by providinga
polynomial-time algorithm for solving the multi-objective op-
timization problem. However, the energy savings and network
delay efficiency achieved is limited because of the complexity
of the algorithm.

In [14], the authors analyzed the trade-off between delay and
energy consumption in data aggregation. They showed that a
WSN suffers from high energy consumption without the use of
a data aggregation method and suffers from high delay when a
full aggregation method is used. In [15], the authors proposed a
delay-energy aware routing protocol (DEAP) for heterogeneous
sensor and actor networks. Energy saving is achieved by using
the resources of actor nodes whenever possible. This involves
using an adaptive energy management scheme to control the
wake-up cycle of the sensor nodes, based on the delay expe-
rienced by the packets, and using geographical informationfor
load balancing to achieve energy efficiency.

In [16], the authors analyzed the energy-delay trade-off dur-
ing the deployment of a WSN. They proposed a formal model
for use in comparing the performance of the different proto-
cols and algorithms. In [17], the authors divided energy-efficient
routing into two subproblems. The first is how to construct
efficient routing trees. The second is how to assign wake-up
frequencies with multiple routing trees. The authors obtained
a solution to the first problem using an optimization algo-
rithm. In addition, they proved that the second problem was non-
deterministic polynomial-time hard (NP-hard) and presented a
polynomial-time approximation algorithm to solve it.

: Member : Clusterhead : Sink

: Link from members to clusterhead

: Link from clusterhead to clusterhead (or sink)

Fig. 1. Hierarchical wireless sensor network model.

In [8], the authors proposed data forwarding protocols for
trade-off energy and delay that involve slicing the communi-
cation range of sensors into concentric circles. In [18], the
authors proposed an energy-delay trade-off solution for intra-
cluster routing in a WSN.

Akkaya and Younis [19] proposed a routing protocol that
finds an energy-efficient path along which the end-to-end de-
lay requirements of the connection are met. They assumed that
the sensor nodes have a class-based, priority queuing mecha-
nism. This mechanism can convert the delay requirements into
bandwidth requirements. This approach, however, does not take
into consideration the other delays that can occur due to channel
contention at the medium access control (MAC) layer.

III. NETWORK AND ENERGY MODEL

A. Network Model

Consider a set of sensors dispersed in a field. We employ the
hierarchical network model shown in Fig. 1 and make the fol-
lowing assumptions:

- All sensors are stationary, have similar capabilities, and have
equal significance.

- All sensors are aware of their own residual energy and adapt
their transmission power according to communication dis-
tances.

- Links are symmetric, and the radio signal has identical energy
attenuation in all directions.

- Data exchanged between two communicating sensors that are
not within each other’s radio range are forwarded by other
sensors.

- All sensors are capable of operating in forwarding (cluster-
head) mode and sensing mode.

- The data sensed by adjacent nodes are correlative, so the clus-
terhead can combine the collective data to reduce the total
data sent.
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: Clusterhead : Sink

rCH: Transmission range of clusterhead
rSink: Transmission range of sink

: Multi-hop route reach sink

Fig. 2. Clusterheads can adjust their radii to communicate with both members
and other clusterheads (or sink) in the multi-hop route to reach the sink.

In this hierarchical network model, sensor nodes are dis-
tributed in clusters. Each cluster selects a clusterhead that ag-
gregates data from its members and sends the combined data to
the sink in a multi-hop manner. The clusterheads also act as re-
lays that forward packets to the sink from the other clusterheads.
In addition, the sensor nodes (especially the clusterheads) are
capable of adjusting their radii to reach adjacent nodes in the
process of disseminating data to the sink, as shown in Fig. 2.

B. Energy Model

We use a simplified model for the radio hardware energy dis-
sipation in [7]. To receivel-bit data, the energy spent for the
radio is as follows:

ERx(l) = Eelec× l (1)

whereEelec is the electronic energy consumption factor.
It is assumed that the sensed data are correlated; thus, a clus-

terhead can combine the data gathered from its members into a
single fixed-length packet. The clusterhead fusesl-bit data from
m members to expend:

EFu(l,m) = m× Efuse× l (2)

whereEfuse is the data fusion factor.
The radio hardware energy consumption in transmittingl-bit

data over a distanced is as follows:

ETx(l, d) =

{

l × Eelec+ l × ǫfs × d2, if d < d0

l × Eelec+ l × ǫmp × d4, if d ≥ d0
(3)

whereEelec is the electronic energy consumption factor,ǫfs and
ǫmp are the amplifiers required to maintain an acceptable signal-
to-noise ratio, andd0 =

√

ǫfs/ǫmp is the reference distance
between transmitter and receiver.

IV. DCEM DETAILS

DCEM is a distributed clustering scheme that operates in
consecutive rounds, each round of which is separated into two
phases: Network organization and data transmission. The first
stage’s task is to establish a cluster network topology and build
a multi-hop route. The second stage’s task is to transmit data
from source sensors to the sink via clusterhead-based multi-hop
forwarding.

A. Network Organization

A.1 Cluster Setup

The algorithm begins with the neighbor discovery phase,
which is initiated by the sink by broadcasting an advertisement
(ADV) message to all nodes at a certain power level. Each node
computes its approximate distance to the sink (dtoSink) accord-
ing to the received signal strength.

Each node waits for an amount of timeτ = 1/E before
broadcasting an ADV(ID,E) message to its neighbors and col-
lecting data from the neighbors, whereID is a nodal identifier
andE is the nodal remaining energy. Each node compares its
energy level with the energy level of the nodes from which it
has received ADV messages. If a sensor node has less energy,
it will cancel its timer and decide to be a cluster member (i.e., a
non-clusterhead).

The clusterhead candidates are the set of sensor nodes that
send ADV messages and then either do not receive any ADV
messages or have higher energy than the energy in the ADV
messages they receive. It is possible for two nodes with the same
energy level to be in communication range of each other. To
address this situation, a trade-off for energy and delay (TED)
is used to establish a balance between energy consumption and
end-to-end delay by adjusting the value of the parameterα based
on the remaining energy of the clusterhead and the value of
the parameterβ based on distance from the clusterhead to the
sink. The TED is calculated for sensori from (4) for the clus-
terhead candidates only.α andβ are controlling parameters.α
is used to adjust the dependence of the remaining energy of the
clusterhead candidates, andβ is used to adjust the distance be-
tween the clusterhead candidates and the sink. The values ofα
andβ lie in the range of [0, 1] andα+ β 6= 0.

TEDi =
(

Ei

Etotal

)α

+
(

1
d(i,s)

)β

. (4)

In (4), Ei is the remaining energy of clusterhead candidate
i, Etotal is the cumulative energy of the other clusterhead can-
didates received from ADV messages, andd(i,s) is the distance
from clusterhead candidatei to the sink.

Each clusterhead candidatei waits for an amount of time
ω = 1/TEDi before making an announcement that it is a fi-
nal clusterhead. All clusterhead candidates that receive afinal
clusterhead announcement cancel their TED timers to become
the member nodes for the current round. After the cluster setup
procedure is finished, all clusterheads broadcast time division
multiple access (TDMA) message to allocate time slots to their
cluster members.
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A.2 Calculating the End-to-End Delay

The link delayD(i, j) is a measure of the delay a packet ex-
periences when traversing a link from nodei to nodej. By def-
inition, a link delayD(i, j) includes the queuing delaydQ per
node, the transmission delaydT , and the propagation delaydP .
In other words:

D(i, j) = (dQ + dT + dP ) (5)

wheredT = l/ψ anddP = dij/γ; l is the packet size (bits),ψ is
the link bandwidth (bps),dij is the length of physical link from
clusterheadi to clusterheadj, andγ is the propagation speed
in the medium (m/s). The value ofdQ can be calculated using
rules related to queue theory. The nodal queue is consideredto
be of type M/M/1 [20]. In this type of queue, the input is of
Poisson type, the output is an exponential random variable,and
the amount of service is1. The queuing delaydQ in this queue
is calculated based on the following equation:

dQ =
1

µ− λ
(6)

whereµ is the service rate, which is an exponential stochastic
variable, andλ is the rate of entry for new packets, which is a
Poisson stochastic variable.

An end-to-end delay, denoted byDete(x, s), is the time
elapsed between the departure of a collected data packet from
a sourcex and its arrival at the sinks. By definition, the end-to-
end delayDete(x, s) of the route from clusterheadx to sinks is
defined as:

Dete(x, s) =
∑

i,j∈{x,U,s}

D(i, j)

=
∑

i,j∈{x,U,s}

(

( 1
µ− λ

)

+
l

ψ
+
dij
γ

)

(7)

whereµ, λ, ψ, andγ are constants that are assumed to be the
same for all clusterheads;l is the packet size (bits);ψ is the
link bandwidth (bps);dij is the length of the physical link from
clusterheadi to clusterheadj; γ is the propagation speed in the
medium (m/s); andU is the set of intermediate nodes from clus-
terheadx to sinks.

A.3 Calculating the Link and Route Costs

We define the following cost function for a link between clus-
terhead nodesi andj.

costij =
∑

Θ∈{Rx,Fu,Tx}

Eij
Θ + ρ× cost(Ei

Re)

= (Ei
Rx + Ei

Fu + Eij
Tx) + ρ× cost(Ei

Re) (8)

whereEi
Rx, given by (1), is the energy that clusterheadi spends

receiving data from members;Ei
Fu, given by (2), is the energy

that clusterheadi spends in fusing data fromm members;Eij
Tx,

given by (3), is the energy spends transmitting data from clus-
terheadi to clusterheadj; andρ is the nodal remaining energy
factor.

The cost(Ei
Re) is cost function that takes into consideration

the remaining energy of sensors for the energy balance among

Fig. 3. Variation of the elementary functions.

sensors. Therefore, the functioncost(Ei
Re) is based on the prin-

ciple in which small changes in remaining energy of sensors can
result in large changes in value of cost function. Exponential
functionf(x) = exp

1
x2 is the type of function that can satisfy

this principle [21]. Replacingx byEi
Re(the remaining energy of

sensori), we have the following cost function:

cost(Ei
Re) = exp

(

1
(Ei

Re)2

)

. (9)

The following illustrates why the functionf(x) = e
1

x2 is cho-
sen to balance the energy consumption among sensor nodes and
maximizes network lifetime.

According to [22], among the elementary functions such as
xα, ex, ln(x), sin(x), arctan(x),· · ·, the functionex is the sharpest
fluctuating function whenx changes in a small interval as il-
lustrated in Fig. 3. Moreover, according to the aforementioned
principle, we need to find a functionf(x) that satisfies two con-
ditions as follows:

(i) Whenx is decreasing to 0 thenf(x) is increasing to +∞.
(ii) The functionf(x) is the sharpest increasing function whenx

is decreasing to 0.

Therefore, we chose the functionf(x) = e
1

g(x) , where the
function g(x) = xα is decreasing sharply to 0 whenx is de-
creasing to 0. That is, the second condition(ii) is satisfied. Fig. 4
illustrates the fluctuation of the functionf(x) = e

1
xα compar-

ing with that of the functionf(x) = e
1

sin(x) , whereα = 2 is pre-
ferred to the larger values for reducing computation time ineach
sensor node. As shown in Fig. 4, the functionf(x) = e

1
xα is

fluctuating sharper than the functionf(x) = e
1

sin(x) especially
with x in range of [0, 1].

To calculating the cost function for a route from clusterhead
nodex to the sinks, we define the following equation:

Cost(x, s) =
∑

i,j∈{x,U,s}

costij (10)

where U is set of intermediate nodes from clusterheadx to
sinks.
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Fig. 4. Variability of the power functionxα and the trigonometric function
sin(x) in combination with the exponential function.

A.4 Inter-Cluster Multi-Hop Routing Algorithm

Our optimization problem is finding the lowest cost route
(most energy efficient) from a clusterhead nodex to the sinks
such that the end-to-end delay along that route does not exceed
a delay constraint∆. The constrained minimization problem is:

min
Rk∈R′ (x,s)

Cost(Rk) (11)

whereRk is the kth route,R
′

(x, s) is the set of routes from
clusterhead nodex to the sinks for which the end-to-end delay
is bounded by∆, given by:

Dete(Rk) ≤ ∆, Rk ∈ R
′

(x, s). (12)

By considering the optimization problem above, we propose
the algorithm shown in Algorithm 1 to findk-least cost routes
that meet the end-to-end delay constraint.

The algorithm calculates thecostij (line 3) for each link from
clusterheadi to clusterhead or sinkj based on the cost function
defined in (8). Then, it calculates the number of probable routes
from clusterhead nodex to the sinks (line 4) using depth-first
search (DFS) algorithm [23]. In line 5, the algorithm uses the
k-shortest path [24] to findk-least cost route based on (8), (9),
and (10). After determining the least-cost routeRk (initial k=1),
the algorithm calculates the end-to-end delayDete(Rk) for that
route using (7). Then, it checks whether this end-to-end delay
can satisfy specified threshold value∆ or not. If so,Rk is cho-
sen (SeR, lines 9 and 10), and if not,Rk will be removed and
added to theNoSa(lines 7 and 13). Line 7 will remove least-
cost routes that do not satisfy the delay bound∆.

A.5 Convergence and Complexity of Algorithm

We verify the convergence of the algorithm provided that it
always finishes within a finite time and the computational com-
plexity is a polynomial function.

Theorem 1: If ∃ K(x,s) routes from clusterhead x to sink s,∀
1 ≤ k ≤ K(x,s), the Algorithm 1 either finds k-least cost routes

Algorithm 1 Algorithm for finding k-least cost routes that meet
the end-to-end delay constraint
1: SeR= ⊘; ⊲ SeRis the selected route to disseminate data

from clusterheadx to the sinks.
2: NoSa= ⊘; ⊲ NoSais set of routes that does not satisfy the

delay bound∆.
3: Calculatecostij , ∀i, j ∈ C; ⊲ C is set of clusterhead nodes,

j can be sink.
4: CalculateK(x,s); ⊲ K(x,s)is number of probable routes

from clusterhead nodex to the sinks.
5: Findk-least cost routesk-SR(x,s,k); ⊲ k-SR(x,s,k)arek least

cost routes from clusterheadx to sinks.
6: while (k 6= K(x, s)) do ⊲ initial k =1.
7: Rk = k-SR(x,s,k)\NoSa; ⊲ Rk is thekth least-cost

route.
8: CalculateDete(Rk) from (7);
9: if Dete(Rk) ≤ ∆ then
10: SeR= Rk;
11: break;
12: else
13: NoSa= NoSa∪Rk;
14: k = k + 1;
15: end if
16: end while
17: ReturnSeR;

that meet the end-to-end delay constraint or no routes within a
finite time.

Proof: If no routes from clusterhead to the sink exist, the
algorithm stops immediately after line 5. If so,k-SR(x,s,k)is
found by K-shortest path algorithm as proved in [24]. Then,∀
1 ≤ k ≤ K(x,s), if ∃ Rk | Dete(Rk) ≤ ∆, the algorithm will
stop withSeR=Rk (line 9) that satisfies the delay requirement.
If no, it stops and there is no route exist that meets the end-to-
end delay constraint (k = K(x,s), SeR =⊘). That means the data
will not be disseminated to the sink thereafter. 2

Theorem 2: The execution time of the algorithm for finding
the route between a given clusterhead x and the sink s is O(n).

Proof: The DFS algorithm [23] has proved that its com-
putational complexity isO(N) whereN is the number of nodes.
In line 6, theWhile loop has the complexityO(cK) ≈ O(K),
whereK is the number of clusterheads (K ≪ N). Clearly, at
line 5, the computational complexity ofCost(x,s)given by (8),
(9), and (10) is fixed byO(1) because it is performed in a fi-
nite time. Similarly, at line 8, the computational complexity of
Dete(x, s) given by (7) is also fixed byO(1). Furthermore, the
set of steps in the algorithm 1 is organized in the sequence (non-
nested) form, and the complexity of the algorithm 1 isO(N) +
O(K)× O(1)≈ O(n). As a result, the computational complexity
of the algorithm 1 is a polynomial function. This is fully suited
to implementing for a distributed algorithm with a finite number
of sensor nodesn. 2

B. Data Transmission

Once the inter-cluster multi-hop routing is created, data trans-
mission begins. Each member turns off the radio until it is allo-
cated transmission time, and then sends the sensing data to the
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clusterhead during its time. The clusterhead keeps its receiver
on to receive the data from the nodes in the cluster. After all
the data has been received, the clusterhead fuses all data into
a single packet to reduce redundancy and transmission energy,
and then sends data to the other clusterhead which forwards the
received packet so that it reaches the sink. After a certain time,
the next round begins with network setup phase again.

Because members only need to send the sensing data to the
clusterhead, the energy consumption of each memberj is:

Emem(j) = l × Eelec + l× ǫfs × d2(j), (13)

whered(j) is distance from memberj to its clusterhead.
Because the clusterhead needs to fuse all intra-cluster data

from its members and forward the fused data to other cluster-
heads, its energy consumption is:

ECH(i) = ER(i) + EF (i) + ES(i), (14)

ER(i) = l × Eelec× (sizeCH(i) + relays), (15)

EF (i) = sizeCH(i) × Efuse × l, (16)

ES(i) =

{

l × (Eelec+ ǫfs × d2) × (1 + relays), if d < d0

l × (Eelec+ ǫmp × d4) × (1 + relays), if d ≥ d0

(17)
whereER(i) is the energy of clusterheadi spent to receive all
intra-cluster data,EF (i) is the energy of clusterheadi spent
to fuse all intra-cluster data,ES(i) is the energy of cluster-
headi spent to transmitl-bit data to other clusterhead or sink,
sizeCH(i) denotes the number of member nodes that belong to
the clusterheadi, relays is the times of relay,d is the distance
from clusterheadi to its next hop.

Then, the total energy consumption for each round is:

Etotal =
K
∑

i=1

ECH(i) +
N−K
∑

j=1

Emem(j) (18)

whereK is the number of clusterheads andN is the number of
sensors in the network.

V. SIMULATION RESULTS

We simulate a clustered WSN for 100 nodes in a field with
dimensions 100 m× 100 m. Sink is located at (50, 50), the data
message size is 30 bytes,λ = 3, µ = 6, initial energy of node
is 1 Joule,Eelec = 50 nJ/bit,ǫfs = 10 pJ/bit/m2, ǫmp = 0.0013
pJ/bit/m4,Efuse = 5 nJ/bit,ψ = 40 bps,γ = 50 m/s.

To see the effect ofα andβ on DCEM, we set values ofα and
β to 0 and 1, respectively and measure the end-to-end delay and
energy consumption. Whenα = 0 andβ = 1, then variation in
the values of TED in (4) is due to theβ. Hence, it indicates that
end-to-end delay is more important for a given application.On
the other hand, whenα = 1 andβ = 0, then variation in the values
of TED is due to theα, which indicates that energy consumption
is more important for the given application compared to end-to-
end delay. In this experiment, we remove the delay constraint
so that the evaluation of the energy consumption and end-to-end
delay depends simply onα andβ. In Fig. 5, we plot the expected
total energy consumption associated with percentage of packets
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Fig. 6. Effects ofα andβ on the end-to-end delay.

received by sink. As seen, the energy spent in data dissemination
decreases asα increases, respectively (α = 0, 0.5, 1). It means
that, the moreα increases, the better energy efficiency is. In
Fig. 6, we plot the expected end-to-end delay associated with
percentage of packets received by sink. As seen, the end-to-end
delay decreases as the distanced(i,s) increases given that the
delay is inversely proportional tod(i,s). Indeed, as the distance
between any pair of consecutive forwarders increases, the times
that a data packet will be forwarded decreases and hence the
end-to-end delay decreases. It means that, the moreβ increases,
the less end-to-end delay is.

In Section IV, we have proposed a new energy-cost function
to determine the least-cost route for data dissemination from
clusterheads to the sink. In this simulation, we show the pri-
macy of the cost function proposed in (8), (9), and (10) com-
pared with the previous cost functions. In [25], instead of using
the consumed energyeij as the cost function in [26], when a
packet is transmitted between nodei and nodej, the link cost
is essentially equivalent to functioncostij = eij/Ei, whereeij
is the energy consumed to transmit data from nodei to nodej,
Ei is the remaining energy of nodei. We compare the network
lifetime using different cost functions which arecostij = eij ,
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Fig. 7. Number of dead nodes over time.

costij = eij/Ei andcostij proposed in (8) and (9). We evaluate
the number of dead nodes through each round (dead node is the
node that spent more than 95% its energy). As seen in Fig. 7,

the line represented by the equationcostij = eij + exp(1/E2
i )

shows that the number of dead nodes increases slowly in the first
rounds but increases rapidly in the last rounds. Whereas, num-
ber of dead nodes in lines represented by equationscostij = eij
andcostij = eij/Ei increases steadily over time. In Fig. 8, the

line represented by the equationcostij = eij+exp(1/E2
i ) shows

that the total consumed energy increases steeply in the first
rounds but increases gradually in the last rounds. Whereas,total
consumed energy in lines represented by equationscostij = eij
andcostij = eij/Ei increases steadily over time. These results
are explained by the exponential function of the nodal remain-
ing energycost(Ei

Re) ((9)) that we applied in the cost function
((8), (10)). This exponential function varies markedly as the
nodal remaining energy has a small change. Thus, it balances
the energy consumption among sensor nodes. In fact, if using
costij = eij , the functioncostij simply depends on the distance
between the two nodesi andj regardless of the nodal remaining
energy. However, if usingcostij = eij/Ei, the nodal remaining
energy will have a significant effect on the cost function (weight
of the nodal remaining energyEi is equivalent to that of the

eij). Whereas, the functioncostij = eij + exp(1/E2
i ) consid-

ers the remaining energy of the sensor nodesEi as an addition
parameter, i.e.,Ei takes account of a smaller weight thaneij .
This makes the remaining energy of the sensor nodes to be more
balanced.

For 100 m× 100 m network size and 100 sensor nodes, we
change number of data forwardersk by adjusting the transmis-
sion range of clusterheadsrCH (Fig. 2) to see how energy con-
sumption varies with delay constraint∆. As seen in Fig. 9, en-
ergy consumption decreases as the value of∆ increases and vice
versa. However, fork = 3 (number of hops isk+1), energy con-
sumption decreases smoothly as delay increases. Fork = 4 or 5,
the corresponding decrease is not as smooth as in the casek = 3.

To gain more insight regarding the behavior of energy con-
sumption and delay metrics with respect to the number of
data forwarders, we consider the following plots where both
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Fig. 8. Total energy consumption over time.
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Fig. 9. Energy consumption variation with delay constraint∆.

Etotal ((18)) andDete(x, s) ((7)) are plotted on the same figure.
Figs. 10–12 show how energy consumption and end-to-end de-
lay vary depending on the number of data forwarders, which
helps WSN application designers obtain an idea about the opti-
mal number of hops that could be used to trade-off energy con-
sumption with end-to-end delay. Similar to the first experiment,
in this experiment, we also remove the delay constraint so that
the evaluation of the trade-off energy consumption and end-to-
end delay simply depends onα andβ. In Fig. 10, forα = 1 and
β = 0, a source could use thek = 3 (4 hops) as a good candidate
to minimize both metrics. In Figs. 11 and 12, for (α = 0.5 andβ
= 0.5) or (α = 0 andβ = 1), eitherk = 2 ork = 3 is also the good
choice.

In addition, we evaluate the performance of the DCEM proto-
col and compare it with generalized low-energy adaptive cluster-
ing hierarchy (Gen-LEACH) in [7] and Multihop-HEED in [12].
By simulation, we run 10 experiments that were performed in 50
rounds (each round is 1 second). Each experiment is assigneda
distinctive end-to-end delay constraint (we set the bounded de-
lay ∆ from 10 ms to 100 ms for experiments, respectively). The
results are shown via Figs. 13 and 14.

In Fig. 13, the result is the average value of 10 experiments.
In Gen-LEACH, each nodei elects itself to become a cluster-
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Fig. 10. Trade-off between energy consumption and end-to-end delay;α = 1,
β = 0.
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Fig. 11. Trade-off between energy consumption and end-to-end delay;α = 0.5,
β = 0.5.
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Fig. 12. Trade-off between energy consumption and end-to-end delay;α = 0,
β = 1.

head with probabilityCHprob(i) = (Ei/Etotal × k, 1), where
Ei is the remaining energy of nodei, andEtotal =

∑N
i=1 Ei.

For Multihop-HEED, the optimal number of clusterheadskopt is
computed for using it as an initial percentage of clusterheads.
This may result in slower death of sensor nodes. Gen-LEACH
and Multihop-HEED are organized for multihop networks; how-
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Fig. 14. Performance of Gen-LEACH, Multihop-HEED, and DCEMon total
energy consumption with respect to different delay constraints.

ever, neither of them take interest in the end-to-end delay con-
straint. Thus, sensor nodes just send data to the sink follow-
ing the established time slot in the first phase (cluster setup
phase) regardless of the end-to-end delay requirement of the
application. Therefore, the total energy consumed by the data
transmission for DCEM is significantly less than that for both
Gen-LEACH and Multihop-HEED. This results in faster death
of sensor nodes after each round for both Gen-LEACH and
Multihop-HEED compared with DCEM as shown in Fig. 13.

In Fig. 14, the total energy consumption for both Gen-
LEACH and Multihop-HEED is constant for any values of the
bounded delay∆ (48 J for Multihop-HEED, 67 J for Gen-
LEACH). Whereas, for DCEM, the total energy consumption
increases as the bounded delay∆ increases. Particularly, when
the∆ ≥ 70 ms, the total energy consumption increases rapidly.

VI. CONCLUSION

In this research, we have proposed a new distributed cluster-
ing approach to determine the best clusterhead for each cluster
in WSNs in order to trade-off energy consumption and end-to-
end delay. The regular nodes join clusters where clusterheads
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are elected by TED value in relation to both energy consump-
tion and end-to-end delay. We have also proposed a new cost
function for the inter-cluster multi-hop routing algorithm based
on the new proposed delay model. Hence, we have provided
a multi-hop routing algorithm from clusterheads to sink with
a minimum energy cost that is subject to an end-to-end delay
constraint. Using simulation, we have shown the outstanding
performance of our proposal by comparing with other protocols.
We have also indicated the optimal parameter values to trade-off
between energy consumption and end-to-end delay in a specific
network size. In the subsequent work, we will further improve
this protocol to find the optimal number of hops for the general
case.

REFERENCES

[1] X. Zhang and L. Zhang, “Optimizing energy-latency trade-off in wireless
sensor networks with mobile element,” inProc. IEEE ICPAD, 2010.

[2] Y. Jin and D. Wei, “Latency and energy - consumption optimized task
allocation in wireless sensor networks,” inProc. IEEE WCNC, 2010.

[3] H. Liming, “Energy-efficient multi-path routing with short latency and low
overhead for wireless sensor networks,” inProc. IEEE/ACIS SNPD, 2007.

[4] H. Oh and K. Chae, “An energy-efficient sensor routing with low latency,
scalability in wireless sensor networks,” inProc. IEEE MUE, 2007.

[5] A. Allirani and M. Suganthi, “An energy sorting protocolwith reduced
energy and latency for wireless sensor networks,” inProc. IEEE IACC,
2009.

[6] O. Boyinbode, H. Le, and M. Takizawa, “A survey on clustering algo-
rithms for wireless sensor networks,”Int’l J. Space-Based Situated Com-
put., vol. 1, no. 2–3, pp. 130–136, 2010.

[7] W. B. Heinzelman, A. P. Chandrakasan, and H. Balakrishnan, “An appli-
cation specific protocol architecture for wireless sensor network,” IEEE
Trans. Wireless Commun., vol. 1, no. 4, pp. 660–670, 2002.

[8] H. Ammari, “On the energy-delay trade-off in geographicforwarding in
always-on wireless sensor networks: A multi-objective optimization prob-
lem,” Comput. Netw, vol. 57, pp. 1913–1935, 2013.

[9] Y. Li et al., “An energy efficient distributed algorithm for minimum la-
tency aggregation scheduling in wireless sensor networks,” in Proc. IEEE
ICDCS, 2010.

[10] T. T. Huynh and C. S. Hong, “An energy* delay efficient multi-hop rout-
ing scheme for wireless sensor networks,”IEICE Trans.Inform. Syst.,
vol. E89-D, pp. 1654–1661, 2006.

[11] T. T. Huynhet al., “Energy efficient delay-aware routing in multi-tier,” in
Proc. IEEE ATC, 2013, pp. 439–444.

[12] O. Younis and S. Fahmy, “Heed: A hybrid, energy-efficient, distributed
clustering approach for ad-hoc sensor networks,”IEEE Trans. Mobile
Comput., vol. 3, no. 4, pp. 660–669, 2004.

[13] S. Baiet al., “DEAR: Delay-bounded energy-constrained adaptive routing
in wireless sensor networks,” inProc. IEEE INFOCOM, 2012.

[14] L. Wuyungerileet al., “Tradeoff between delay and energy consumption
of partial data aggregation in wireless sensor networks,” in Proc. ICMU,
2010.

[15] A. Durresi et al., “Delay-energy aware routing protocol for sensor and
actor networks,” inProc. IEEE ICPADS, 2005.

[16] T. Moscibrodaet al., “Analyzing the energy-latency trade-off during the
deployment of sensor networks,” inProc. IEEE INFOCOM, 2006.

[17] R. Cohen and B. Kapchits, “Energy-delay optimization in an asynchronous
sensor network with multiple gateways,” inProc. IEEE SECON, 2011,
pp. 98–106.

[18] A. Shahraki et al., “A new approach for energy and delay trade-off
intra-clustering routing in WSNs,”Comput., Math. Appl., vol. 62, no. 4,
pp. 1670–1676, 2011.

[19] K. Akkaya and M. Younis, “Energy-aware routing of time-constrained
traffic in wireless sensor networks,”J. Commun. Syst., vol. 17, no. 6,
pp. 663–687, 2004.

[20] D. Gross,Fundamentals of Queuing Theory, J. Wiley & Sons, 2008.
[21] Anfeng Liu et al., “Design principles and improvement of cost function

based energy aware routing algorithms for wireless sensor networks,”El-
sevier Comput. Netw., vol. 5, no. 7, pp. 1951–1967, May 2012.

[22] James Stewart,Calculus: Concepts and Contexts, Thomson, 2004.
[23] Sedgewick, Rober,Algorithms in C++: Graph Algorithms (3rd ed.), Pear-

son Education, 2002.

[24] Ernesto de Queiros Vieira Martinset al., “The K shortest paths problem,”
CISUC, Research Report, 1998.

[25] Chang-Soo Oket al., “Distributed energy balanced routing for wireless
sensor networks,”Computers & Industrial Engineering, vol. 57, no. 1,
pp. 125–135, Aug 2009.

[26] M. Ettus, “System capacity, latency, and power consumption in multihop-
routed SS-CDMA wireless networks,” inProc. IEEE Radio and Wireless
Conference, (Colorado Springs, CO), 1998, pp. 55–58.

Trong-Thua Huynh was born in Vietnam in 1977. He
received his B.Sc. in Computer Science from Univer-
sity of Science Ho Chi Minh city and M.Sc. in Com-
munication Engineering from Kyung Hee University,
South Korea in 1999 and 2005, respectively. His
current research interests include embedded systems,
communication technology and wireless sensor net-
works. He is currently pursuing his Ph.D. in Computer
Science from Ho Chi Minh City University of Tech-
nology, Vietnam.

Anh-Vu Dinh-Duc is an Associate Professor at the
University of Information Technology - Vietnam Na-
tional University at Ho Chi Minh City where he
has served as Vice-Rector, R&D and External Rela-
tions since 2012. He also leads the UIT-VLSI Design
group at the Faculty of Computer Engineering. His re-
search interests include WSN, Design Automation of
Embedded Systems, Hardware/Software Verification,
VLSI CAD, and Reconfigurable Architectures. Anh-
Vu Dinh-Duc received the Master and Ph.D. degrees
in Microelectronics from the Institute National Poly-

technique de Grenoble (INPG), France in 1998 and in 2003, respectively. Anh-
Vu Dinh-Duc currently serves as a Program/Organizing Committee Member of
several ACM and IEEE conferences. He is a valued Member of theIEEE.

Cong-Hung Tran was born in Vietnam in 1961. He
received the B.E. in Electronic and Telecommunica-
tion Engineering with First Class Honors from Ho Chi
Minh University of Technology in Vietnam, 1987. He
received the B.E. in Informatics and Computer Engi-
neering from Ho Chi Minh University of Technology
in Vietnam, 1995. He received the M.E. Degree in
Telecommunications Engineering course from Post-
graduate department Hanoi University of Technology
in Vietnam, 1998. He received Ph.D. at Hanoi Uni-
versity of technology in Vietnam, 2004. His main re-

search areas are B-ISDN performance parameters and measuring methods, QoS
in High speed networks, MPLS. He is, currently, Associate Professor Ph.D. of
Faculty of Information Technology II, Posts and Telecoms Institute of Technol-
ogy in Ho Chi Minh, Vietnam.


